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The rapid integration of artificial intelligence (AI) in higher education has raised
concerns about students’ psychological readiness, particularly regarding Al Anxiety.
This study examines the influence of Career Anxiety, Dehumanization, and Perceived
Algorithmic Fairness on Al Anxiety among Indonesian university students. Using an
explanatory survey design, data were collected from 70 students who actively use Al-
based learning tools. The analysis employed Partial Least Squares Structural Equation
Modeling (PLS-SEM) to assess the measurement and structural models. The results
show that Career Anxiety positively affects Al Anxiety (f = 0.234, t = 1.691), while
Dehumanization emerges as the strongest predictor ( = 0.415, t = 2.958). In contrast,
Perceived Algorithmic Fairness has no significant effect ( = 0.103, t = 0.740). The
model explains a substantial portion of variance in Al Anxiety with an R? value of 0.482.
These findings highlight that emotional and identity-related factors are more
influential than evaluative perceptions of fairness in shaping Al Anxiety. The study
emphasizes the need for human-centered Al integration, improved Al literacy, and

targeted support to mitigate student anxiety in Al-supported learning environments.
This is an open access article under the CC BY-SA license
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INTRODUCTION

The rapid development of artificial intelligence (Al) has given rise to a new psychological
phenomenon known as Al Anxiety, which is a sense of unease about the social and ethical
implications of this technology [1]. The McKinsey report states that millions of workers will have
to change professions due to automation, thereby increasing concerns about the future of
technology [3]. This condition reflects that anxiety about Al is not merely a technical issue, but
also an emotional and social issue for the younger generation. Therefore, a deep understanding
of Al Anxiety is becoming increasingly important in the context of higher education.

In Indonesia, the use of Al in education is growing rapidly through the Making Indonesia
4.0 program and campus digitization [4]. Although Al is considered capable of improving learning
effectiveness, students still feel uncertain about the accuracy, bias, and impact of technology on
critical thinking skills [5]. Limitations in Al literacy, ethical regulations, and data protection
policies further exacerbate these concerns [6]. As a result, technology that should support
learning has instead raised concerns about system fairness and the potential loss of human
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control. This situation highlights the imbalance between the potential of technology and students’
psychological readiness.

Socio-Technical Systems Theory (STST) was used in this study to explain the relationship
between technology and social systems in educational environments. This theory emphasizes that
an imbalance between technical and social aspects can cause psychological stress such as anxiety
or resistance [7]. In the context of Al, this pressure arises when students feel threatened in their
careers or lose their humanity during the learning process [8]. Previous research has also shown
that the dominance of technology without considering social factors can reinforce perceptions of
threats to the role of humans in modern education [9]. Thus, STST provides a strong theoretical
basis for understanding how psychosocial variables contribute to Al Anxiety.

Previous research on AIED has shown that there are two sides to the use of Al: increased
efficiency and the emergence of complex ethical issues [10]. Common challenges include a lack of
transparency, algorithmic bias, and the risk of dehumanization in learning interactions. In
addition, the level of user trust in Al greatly influences how they assess its reliability and security
[11]. Other studies indicate that AIED research still focuses more on technical aspects than on the
psychological impact on students [12]. Therefore, a more comprehensive literature synthesis is
needed to understand Al from a social-emotional perspective.

Although many studies discuss the implementation of Al in education, empirical research
on Al anxiety remains limited and has not comprehensively integrated socio-emotional factors
[12]. Previous studies have tended to emphasize the technical aspects of AIED, so that the
relationship between career threats, dehumanization, and perceptions of algorithmic fairness
toward Al anxiety has not been systematically tested [10]. In addition, research on the
psychological perceptions of Al users still produces inconsistent findings, especially regarding
how moral and fairness factors trigger technological anxiety [11]. The Indonesian context has also
not been widely researched, even though the use of Al in education is increasing and eliciting new
emotional responses among students [5]. Thus, there is an urgent need for research that
specifically analyzes Al Anxiety through the Socio-Technical Systems Theory framework so that
this gap can be filled.

Theoretically, this study contributes by expanding the application of STST to explain how
the imbalance between technology and students' social needs can trigger Al Anxiety. This
approach provides space to understand variables such as career threats, perceptions of
dehumanization, and algorithmic fairness as part of socio-technical dynamics. Practically, this
research can serve as a basis for educational institutions in designing ethical and psychological
strategies to reduce student anxiety related to Al. The research findings can also support national
policies in developing more humane and sustainable digital learning. Thus, this study contributes
directly to efforts to create a balanced and ethical Al-based education ecosystem.

This study aims to analyze the influence of Career Anxiety, dehumanization, and Perceived
Algorithmic Fairness on Al Anxiety among students. This objective stems from the need to
understand the relationship between technical and psychological factors in Al-based educational
environments. Theoretically, this study expands the application of STST in analyzing the dynamics
of technological anxiety among students. Practically, this study provides a basis for educational
institutions in designing more humane and ethical Al-based policies and learning. Through this
approach, this study is expected to contribute to the development of a learning system that
balances technological innovation and the psychological well-being of students.

Based on the research gap described in the introduction, the research questions posed in
this study are as follows:

1. How does Career Anxiety affect Al Anxiety among students in the context of using artificial
intelligence technology in learning?
2. How does dehumanization influence the level of Al Anxiety experienced by students when

interacting with Al-based learning systems?
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3. How does Perceived Algorithmic Fairness affect students' Al Anxiety in learning processes
involving artificial intelligence technology?
These questions form the basis for the research analysis framework and will be used to
explain the empirical relationship between variables in the context of Al-based higher education.

METHOD

Research Design

This study uses a quantitative approach with an explanatory survey method to examine
the relationship between variables in a measurable manner. The quantitative approach was
chosen because it allows researchers to test hypotheses through objective numerical analysis, as
explained in the description that quantitative research emphasizes the process of measurement
and statistical analysis [13]. The design choices also follow the characteristics of explanatory
research, which requires the formulation of causal relationships in a structured manner so that
the data collection process is consistent with the research objectives [14]. In addition, an
explanatory survey was used because this study aims to explain the influence of three
independent variables Career Anxiety, Dehumanization, and Perceived Algorithmic Fairness on the
dependent variable Al Anxiety in the context of higher education. Student interaction with Al
technology in learning is also an important basis because their perceptions of Al influence their
learning experiences, as explained that student preferences can affect how they interpret
technology [15]. Therefore, the explanatory survey method is considered the most appropriate
for systematically examining the relationship and influence between these variables through the
distribution of questionnaires.

Participant

This study involved college students who have used or interacted with Al technology in
their daily learning processes. The use of Al-based technology in higher education continues to
grow, especially through digital platforms and learning support systems that are now a regular
part of the learning ecosystem [12]. In addition, academic chatbots such as ChatGPT are beginning
to play an important role in helping students obtain explanations, guidance, and corrections
quickly, as has been shown in previous studies [16]. The selection of students as participants is
also in line with the principle of determining the domain of study in explanatory research, which
emphasizes the importance of matching the characteristics of the population with the
phenomenon being studied [14]. Examples of technologies used include ChatGPT, Gemini, Al
writing applications, learning recommendation systems, and Al-integrated digital platforms.

Population and the methods of sampling

The population in this study consists of college students who have used artificial
intelligence (AI)-based technology in their learning activities. The use of Al in the context of
higher education is becoming increasingly widespread and is part of the modern digital learning
ecosystem [12]. Students are not only passive users, but also actively involved in interactions
through adaptive learning platforms, Al-based writing applications, and academic chatbots that
support the learning process [15]. The sampling technique used was purposive sampling, with
the criterion that respondents must have real experience in using Al technology during the
learning process. This approach was chosen to ensure compatibility between the characteristics
of the subjects and the phenomenon being studied. The sample size in this study followed the PLS-
SEM rule of thumb, namely the 10 times rule, where the sample size is determined based on the
largest number of indicators in a construct or the number of free paths leading to a variable [17].
Thus, the sample size obtained is expected to meet the standards of feasibility for PLS-SEM model
analysis and estimation.
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Instrument

This study uses a questionnaire as the main instrument to collect data related to Career
Anxiety, Dehumanization, Perceived Algorithmic Fairness, and Al Anxiety among college students.
The questionnaire was designed using a 4-point Likert scale (1 = strongly disagree, 2 = disagree,
3 =agree, 4 = strongly agree) to measure the respondents' level of agreement with each statement
[18]. A 4-point scale was deliberately chosen without a neutral option, thereby encouraging
respondents to provide clear answers and reducing the possibility of hesitant responses. This
approach is appropriate for the characteristics of the target population, as it simplifies the
questionnaire completion process while maintaining the reliability and validity of the data
obtained.

Table 1. Aspects and Descriptive Items

Items

Constructs Code Item Description
CA1 [ feel pressure from my surroundings to adapt to developments
in Artificial Intelligence (Al).
CA2 [ am concerned that the integration of Artificial Intelligence
Career Anxiety (AI) in various fields of work may reduce the career
opportunities | am preparing for.
CA3 [ feel anxious when I think about my future career amid the

development of Artificial Intelligence (Al).

D1 [ feel that the use of Artificial Intelligence (AI) in learning
makes me appear incapable of thinking independently.

D2 [ feel that Artificial Intelligence (AI) does not appreciate the

Dehumanization uniqueness of my learning style as an individual.

D3 [ feel that my interactions with Artificial Intelligence (Al)
emphasize the end result more than the learning process I am
undergoing.

PAF1 I feel that my interactions with Artificial Intelligence (AI)
emphasize the end result more than the learning process I am

Perceived undergoing.
Algorithmic PAF2 I feel that Artificial Intelligence (AI) decisions provide
Fairness consistent results for every student.

PAF3 1 feel that the Artificial Intelligence (AI) system continues to
respect the differences in learning styles and personal contexts
of students in the learning process.

PAF4  Overall, I consider the use of Artificial Intelligence (AI) in
learning to be reasonable and rational.

AA1l [ often feel anxious when I have to use Artificial Intelligence
(AI) to complete my college assignments.

AA2 [ am concerned because I do not clearly understand how
Artificial Intelligence (Al) processes information to generate

Al Anxiety decisions.

AA3 [ feel that the development of Artificial Intelligence (AI) has the
potential to reduce the career opportunities I am preparing for.

I feel uncertain about the social and ethical implications of

AA4 using Artificial Intelligence (Al), which makes me anxious.

The questionnaire in this study was developed by adapting instruments that had been
used in previous studies and adjusted to the context of Artificial Intelligence in Education (AIED).
The Career Anxiety variable was adapted from [19], which measures students' anxiety related to
self-preparedness, social pressure, economic concerns, and emotional responses to career
prospects amid the development of Al. Furthermore, the Dehumanization variable refers to [20],
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which focuses on students' perceptions that interaction with Al can reduce personal value,
autonomy, and emotional aspects in the learning process. The Perceived Algorithmic Fairness
variable is adapted from [21], which evaluates the extent to which students assess the fairness of
information, the fairness of the process, and the overall fairness of decisions made by Al systems.
Meanwhile, the Al Anxiety variable is adapted from [3], which measures students' anxiety levels
in using Al, their lack of understanding of Al mechanisms, concerns about losing job
opportunities, and concerns about the social and ethical impacts of Al. All questionnaire items
have been adapted to the context of students' experiences in Al-based learning to ensure
relevance and clarity of interpretation.

Procedures

This study was conducted through a series of systematic procedures to ensure the validity
and reliability of the findings. The procedures used were adapted from a quantitative research
framework. Details of the implementation of each stage will be described in the following
subsections.

Preliminary Research

Need Analysis Study of Literature

Perceived Algorithmic Fairness

AT Anxiety

Use 4 Point Likert Skala
_
Develop Item Variable

Rules of Thumb
Collect Data <
Purposive Sampling

Carrer Anxiety
Dehumanisation
B [ tvived gt Fress |

SEM-PLS (Hypothesis test)
Analysis Data

QOuter Loading AVE Cronbach’s Alpha

Figure 1. Research Procedure

Overall, this study was designed and conducted in a systematic manner, starting from the
identification of needs and theoretical review, the determination of research variables, to the
development of instruments appropriate for the measurement objectives. The data collection
process was carried out in a targeted manner through the selection of relevant respondents, so
that the data obtained truly reflected the context of Al technology use in learning. Furthermore,
data analysis was conducted using an approach capable of comprehensively testing the
relationship between variables through SEM-PLS, accompanied by an evaluation of the
measurement model to ensure the quality and reliability of the data used.

Data Analysis
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Data analysis in this study was conducted through two main stages, namely descriptive
analysis and inferential analysis. Descriptive analysis was used to describe the profile of
respondents and the trends in responses for each research variable [22]. The results of the
descriptive analysis are presented in the form of frequency values, percentages, means, and
standard deviations to examine the levels of Career Anxiety, Dehumanization, Perceived
Algorithmic Fairness, and Al Anxiety among students [23]. This stage serves as the basis for
ensuring that further analysis is conducted on data whose characteristics and variables have been
accurately identified.

Before conducting further analysis, validity and reliability tests were performed using
PLS-SEM to ensure that each indicator was capable of measuring the intended variable construct.
Construct validity was assessed through Outer Loading, where indicators were considered valid
if the loading factor value was = 0.70. Meanwhile, the internal reliability of the instrument was
measured using Composite Reliability (CR) and Average Variance Extracted (AVE), with criteria
of CR 2 0.70 and AVE = 0.50 [17]. With the PLS-SEM approach, measurement models and
relationships between variables can be evaluated simultaneously, ensuring that the instruments
used are valid, reliable, and stable before proceeding to inferential analysis.

Inferential analysis was performed using Multiple Linear Regression, as this study
involved one dependent variable and three independent variables. Before the regression test was
conducted, classical assumption testing was performed, including normality, multicollinearity,
heteroscedasticity, and linearity tests to ensure the feasibility of the model [24]. The F test is used
to determine the simultaneous effect of independent variables, while the t test is used to
determine the partial effect. The coefficient of determination (R?) value is used to see how much
the independent variables explain the dependent variable. Significance is determined based on a
p-value 0.05 as the criterion for accepting the hypothesis.

To illustrate the conceptual framework of this study, a proposed model was developed to
analyze the relationship between Career Anxiety, Dehumanization, and Perceived Algorithmic
Fairness on Al Anxiety. The model shows how each independent variable potentially contributes
to students' anxiety levels in using Al-based technology. The proposed model is presented in
Figure 2..

CA1

CAZ

CA3
Career Anxiety

—@

Dehumanization

D1

D2

D3
Al Anxiety

PAF1
PAF2

PAF3

Perceived Algorithmic Fairness
PAF4

Figure 2. Conceptual Model
Hypothesis
H1: Career anxiety has a positive effect on Al anxiety
H2: Dehumanization has a positive effect on Al anxiety
H3: Perceived Algorithmic Fairness has a positive effect on Al anxiety
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RESULTS AND DISCUSSION

Respondent demographics

To provide a clearer picture of the participant profile in this study, demographic data was
presented, including gender, age, semester, class year, and field of study. A summary of the
respondent distribution is presented in Table 2 below.

Table 2. Respondent Demographics

Category Subcategory Counts % of Total

Gender Male 28 40.0%
Women 42 60.0%

Age 17 1 1.4%
18 5 7.1%

19 40 57.1%

20 17 24.3%

21 3 4.3%

22 2 2.9%

23 2 2.9%

Vacation [ 6 8.6%
[11 55 78.6%

\Y% 3 4.3%

VI 2 2.9%

VIl 2 2.9%

IX 2 2.9%

Generation 21 2 2.9%
22 4 5.7%

23 4 5.7%
24 55 78.6%

25 5 7.1%
Major Non-STEM 15 21.4%
STEM 55 78.4%

Frequency of Al Use in Academic 1-2 times a week 3 4.3%
Activities 3-5 times a week 22 31.4%
Rare 2 2.9%
Every Day 43 61.4%

This study involved 70 students who used Al technology in academic activities, with a
composition of 40% male and 60% female. The majority of respondents were 19 years old and in
their third semester; indicating that most participants were still in the early stages of their studies.
In terms of cohort, 2023 dominated with a percentage of 78.6%, while other cohorts appeared in
much smaller numbers. The majority of respondents came from STEM majors with a percentage
of 78.4%, while the rest came from non-STEM fields. The frequency of Al use showed high
intensity, with 61.4% of students using it every day and 31.4% using it 3-5 times a week.

Outer Model
The measurement model was evaluated using the PLS-SEM algorithm to examine the
quality of the indicators (outer model) and measure the reliability and validity of the constructs.

Table 3. Convergent validity

Construct & Items Lg:;(ia;g Average Va;;\z:/r;;e Extracted
Al Anxiety (AA)
AA1 0.731 0.607
AA2 0.809
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AA3 0.761
AA4 0.813
Career Anxiety (CA)
CA1 0.787 0.672
CA2 0.787
CA3 0.881
Dehumanization (D)
D1 0.851 0.705
D2 0.809
D3 0.857
Perceived Algorithmic Fairness
(PAF)
PAF1 0.811 0.516
PAF2 0.573
PAF3 0.751
PAF4 0.718

This table presents the results of convergent validity assessment based on the outer
loading values and Average Variance Extracted (AVE) of each construct in the model. All indicators
in the Al Anxiety, Career Anxiety, and Dehumanization variables have outer loading values greater
than 0.70, indicating that these indicators are valid in measuring their constructs. The AVE values
for these three constructs are also above 0.50 (0.607-0.705), thus meeting the criteria for
convergent validity. Meanwhile, the Perceived Algorithmic Fairness construct has one indicator
with a low loading value (0.573), but the resulting AVE value (0.516) is still above the minimum
threshold. Overall, this table shows that the measurement model has met the convergent validity
standards in PLS-SEM.

Table 4. Discriminant Validity (HTMT)

Al Career s Perc?iveq
Construct . . Dehumanization Algorithmic
Anxiety Anxiety .
Fairness
Al Anxiety
Career Anxiety 0.549
Dehumanization 0.682 0.534
Perceived Algorithmic  0.414 0.561 0.430
Fairness

This table shows the HTMT (Heterotrait-Monotrait Ratio) values to determine the
discriminant validity between constructs in the model. All HTMT values are below the threshold
of 0.85, indicating that the constructs can be distinguished from one another. The highest
correlation is between Dehumanization and Al Anxiety (0.682), which is still within an acceptable
range. HTMT values between other constructs also show relatively weak correlations. These
results indicate that each variable has a clear construct identity without excessive overlap.

Table 5. Construct Reliability

Construct Cronbach's Alpha Composite Reliability (rho_c)
Al Anxiety 0.787 0.860
Career Anxiety 0.754 0.860
Dehumanization 0.791 0.877
Perceived Algorithmic Fairness 0.710 0.808

This table shows Cronbach's Alpha and Composite Reliability (rho c) values used to
measure the internal consistency of each construct. All constructs have Cronbach's Alpha values
greater than 0.70, indicating that the indicators for each variable have good reliability. The
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Composite Reliability values are also greater than 0.80, indicating that the constructs are
measured consistently by their items. The Dehumanization construct is assessed to have the
highest reliability value (rho c = 0.877), while the Perceived Algorithmic Justice construct has the
lowest value but is still above the minimum threshold. Construct reliability - These values indicate
that the reliability of all constructs is acceptable in PLS-SEM analysis.

Inner Model

This table shows Cronbach's Alpha and Composite Reliability (rho c) values used to
measure the internal consistency of each construct. All constructs have Cronbach's Alpha values
greater than 0.70, indicating that the indicators for each variable have good reliability. The
Composite Reliability values are also greater than 0.80, indicating that the constructs are
measured consistently by their items. The Dehumanization construct is rated as having the
highest reliability value (rho c = 0.877), while the Perceived Algorithmic Justice construct has the
lowest value but is still above the minimum threshold. Construct reliability - These values indicate
that the reliability of all constructs is acceptable in PLS-SEM analysis.

Table 5. Hypothesis Testing

Hypothesis Path Coefficient T P Description
(B) statistics  values
Career Anxiety -> Al Anxiety 0.234 1.691 0.045 Significant
Dehumanization -> Al Anxiety 0.415 2.958 0.002 Significant
Perceived Algorithmic Fairness -> 0.103 0.740 0.230 Not
Al Anxiety Significant

This table shows how much each independent variable contributes to Al Anxiety. Based
on the analysis results, Career Anxiety shows a positive influence with a coefficient value of 0.234
and a p-value of 0.045, so the relationship is considered significant. The Dehumanization variable
appears to have the strongest impact on Al Anxiety, as indicated by a coefficient of 0.415 and a p-
value of 0.002, which means that the higher the feeling of "not being valued as a human" when
using Al, the greater the students' anxiety about the technology. Meanwhile, Perceived
Algorithmic Fairness has a weak and insignificant effect (f = 0.103, p = 0.230), so that the
perception of Al system fairness is not proven to affect students' anxiety levels.

Discussion

The results show that Career Anxiety and Dehumanization have a significant effect on Al
Anxiety, while Perceived Algorithmic Fairness does not show a significant effect. These findings
confirm that students’' anxiety about Al is more influenced by emotional responses and
perceptions of personal threats than by cognitive evaluations of system fairness. Dehumanization
is the strongest predictor, in line with the view that feelings of loss of human value and reduced
autonomy are the main triggers of psychological resistance to technology. International literature
also supports this pattern. Haslam states that dehumanization triggers strong negative emotional
reactions [25], whereas recent studies show that students tend to experience anxiety when their
role in learning is perceived to be replaced by automated systems [8]. In the context of Al-based
learning, students who feel that the learning process has become mechanical and overly focused
on results tend to experience higher levels of Al Anxiety.

Career Anxiety has also been shown to increase Al Anxiety. This relationship can be
explained by concerns about the future of employment as a result of rapid technological
automation. In line with the findings [3] as well as [1] students who view Al as a threat to their
career opportunities will be more prone to anxiety regarding the use of this technology in
learning. Career anxiety is prospective in nature, making students more sensitive to technologies
that they perceive as potentially reducing their future professional competitiveness.
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Conversely, Perceived Algorithmic Fairness did not have a significant effect on Al Anxiety.
This insignificance can be understood because perceptions of algorithmic fairness are rational
and normative in nature, and therefore do not directly trigger emotional responses such as
anxiety. This is consistent with studies [27] and [28] which shows that fairness has a greater
influence on trust and legitimacy of the system than user anxiety. In addition, the dominance of
respondents from STEM fields in this study may be one factor explaining these findings. Students
with a background in technology tend to view fairness issues as technical problems that can be
overcome through system improvements, rather than as a source of emotional threat. Research
[11] also shows that students who have a deeper understanding of algorithmic operations tend
to assess the fairness of the system more neutrally and do not associate it with emotional burden.

The results of this study are even more relevant when considered in the context of
Indonesia's socio-technical environment. Digital transformation in higher education often occurs
faster than students' emotional readiness and Al literacy. This situation makes students more
prone to dehumanization and career anxiety, especially because they feel they are in a learning
system driven by global demands and technological automation without adequate guidance.
Meanwhile, the issue of algorithmic fairness has not been a major concern in the Indonesian
educational context because the use of Al on campus is more focused on productivity functions
than high-risk decision making. Therefore, students' perceptions of algorithmic fairness still have
a relatively low impact on their academic lives, so that the impact on Al Anxiety is insignificant.

The results of this study are even more relevant when considered in the context of
Indonesia's socio-technical environment. Digital transformation in higher education often occurs
faster than students' emotional readiness and Al literacy. This situation makes students more
prone to dehumanization and career anxiety, especially because they feel they are in a learning
system driven by global demands and technological automation without adequate guidance.
Meanwhile, the issue of algorithmic fairness has not been a major concern in the Indonesian
educational context because the use of Al on campus is more focused on productivity functions
than high-risk decision making. Therefore, students' perceptions of algorithmic fairness still have
a relatively low impact on their academic lives, so that the impact on Al Anxiety is insignificant.

Implications

Research findings indicate that Career Anxiety and Dehumanization play a significant role
in increasing Al Anxiety, so educational institutions need to strengthen student adaptation
support through the development of Al literacy, career mentoring programs, and future
competency training. These efforts are important because unaddressed career anxiety can
reinforce anxiety about technology [29]. Furthermore, since dehumanization is the strongest
predictor, itis necessary to implement a human-centered approach that emphasizes that Al serves
as a supporting tool, not a substitute for human values. This approach is in line with the findings
[30] which emphasizes that dehumanization can increase technological anxiety, so that
transparency of Al working mechanisms, ethical use, and clear communication about the role of
technology are important aspects for creating a safer Al-based learning experience that does not
cause anxiety for students.

Research Contribution

This study makes an important contribution to the literature on technology anxiety by
showing that emotional aspects such as dehumanization and career anxiety are more dominant
than cognitive perceptions such as fairness. This study also enriches empirical evidence in the
Indonesian context, which has previously been understudied in Al Anxiety research. From a
methodological perspective, this study demonstrates how PLS-SEM can be used to test
psychological relationships in the context of Al adoption.

Limitations

82 | Journal of Applied Artificial Intelligence in Education



Journal of Applied Artificial Intelligence in Education
E-ISSN: 3109-7081

This study still has limitations, including the composition of respondents, which is
dominated by STEM students, so the results do not fully reflect cross-disciplinary perceptions. In
addition, the cross-sectional design of the study does not allow researchers to see changes in
perceptions as Al technology develops. The variables analyzed are also limited to internal
psychological factors, so they do not cover external factors such as experience using Al or the
influence of the media.

Suggestions

This study still has limitations, including the composition of respondents, which is
dominated by STEM students, so the results do not fully reflect cross-disciplinary perceptions. In
addition, the cross-sectional design of the study does not allow researchers to see changes in
perceptions as Al technology develops. The variables analyzed are also limited to internal
psychological factors, so they do not cover external factors such as experience using Al or the
influence of the media.

CONCLUSIONS

This study shows that Al Anxiety among students is mainly influenced by two main factors,
namely Career Anxiety and Dehumanization, while Perceived Algorithmic Fairness does not have
a significant effect. These findings contribute theoretically by reaffirming the position of Socio-
Technical Systems Theory in explaining how socio-emotional aspects can influence psychological
responses to technology. Methodologically, this study reinforces the use of PLS-SEM in analyzing
complex psychological relationships in the context of Al-based education, especially with
constructs involving emotional dimensions and user perceptions. From a practical standpoint,
this study provides empirical evidence that the integration of Al in higher education needs to
focus on a human-centered approach and more structured career adaptation strategies to help
students cope with technological change in a healthy manner.

This study shows that Al Anxiety among students is mainly influenced by two main factors,
namely Career Anxiety and Dehumanization, while Perceived Algorithmic Fairness does not have
a significant effect. These findings contribute theoretically by reaffirming the position of Socio-
Technical Systems Theory in explaining how socio-emotional aspects can influence psychological
responses to technology. Methodologically, this study reinforces the use of PLS-SEM in analyzing
complex psychological relationships in the context of Al-based education, especially with
constructs involving emotional dimensions and user perceptions. From a practical perspective,
this study provides empirical evidence that the integration of Al in higher education needs to
focus on a human-centered approach and more structured career adaptation strategies to help
students cope with technological change in a healthy manner.

Thus, this study has several limitations that directly implicate the validity and
generalization of the findings. The composition of respondents, which was dominated by STEM
students, limits the ability to generalize to a population of students across disciplines. The cross-
sectional nature of the study also poses a threat to internal validity because it does not allow
researchers to observe changes in perceptions or anxiety over time. Furthermore, the use of self-
report questionnaires has the potential to introduce perceptual bias that can affect the accuracy
of psychological construct measurements. These limitations indicate that the results of this study
should be interpreted with caution, especially when applied to different educational contexts or
populations.
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