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Artificial Intelligence in Education (AIED) is increasingly used to support learning 
efficiency, personalization, and academic productivity. However, issues such as AI 
hallucination, algorithmic bias, limited system Transparency, and variations in 
students’ Digital Literacy present ethical risks that may undermine academic integrity. 
These challenges indicate a gap between the ideal function of AI as a learning assistant 
and its practical use, which remains prone to plagiarism and misuse. This study aims 
to analyze how students’ perceptions of algorithmic bias, Transparency in AI systems, 
and Digital Literacy influence their Honest Behavior when using AI for academic 
purposes. A quantitative research method was employed using a survey design, and 
data were analyzed through Partial Least Squares Structural Equation Modeling to 
empirically examine the relationships among variables. The results show that 
algorithmic bias, Transparency, and Digital Literacy each have a positive effect on 
honest behavior, with Digital Literacy emerging as the strongest predictor. These 
findings suggest that students with better digital skills and awareness of AI 
mechanisms are more capable of using AI responsibly and ethically. This study 
concludes that higher education institutions need to strengthen policies related to 
ethical AI use and enhance students’ Digital Literacy to foster an academically honest 
environment. The study contributes to the development of ethical behavior 
frameworks in the AIED context and provides considerations for institutions to 
improve integrity in AI-assisted learning. 
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INTRODUCTION 

The development of Artificial Intelligence in Education (AIED) has brought about major 

changes in the learning process and academic [1], [2]. Although it has the potential to improve 

learning efficiency and personalization, AIED also presents various challenges. From a technical 

perspective, issues such as AI hallucinations, algorithmic bias, and data privacy have arisen [3]. 

Meanwhile, ethical aspects and human values demand fairness, transparency, and accountability 

in the use of technology [4]. In addition, students' digital access and literacy readiness determine 

their ability to use AI responsibly [5]. These factors are thought to influence students' intentions 

to behave honestly when using academic AI. 

The use of AI in academic activities is currently increasing, especially among Indonesian 

students. Most students have utilized ChatGPT and similar platforms to assist with assignment 

preparation [5]. However, many remain unaware of the risks of errors and potential plagiarism 

that may result from such use. This situation highlights the gap between the intended use of AI to 

support academic integrity and practices in the field that remain vulnerable to misuse of 
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technology [1]. In addition, technical challenges such as AI hallucinations that generate false 

citations can reduce the reliability and academic integrity of students [3], [4]. 

   Technical challenges such as AI hallucination in citation results and algorithmic bias can 

reduce the reliability of scientific sources generated by AI systems [3]. On the other hand, ethical 

issues and human values in the use of AI require Transparency, accountability, and moral 

awareness on the part of users in order to maintain academic integrity [4]. Students' Digital 

Literacy and readiness also play an important role in determining how AI technology is used 

responsibly [2], [5]. 

Although various studies have discussed AIED, most are still conceptual and focus on 

primary and secondary education; therefore empirical evidence in the context of Indonesian 

students is still limited [1], [2]. Several studies have highlighted technical challenges such as AI 

hallucination and algorithmic bias [3], however, it has not yet linked this to ethical aspects such 

as Transparency and its impact on students' honest behavior. In addition, students' Digital 

Literacy is rarely measured quantitatively, even though it is an important factor in the responsible 

use of academic AI [5]. Thus, there is still a research gap in simultaneously examining the 

influence of Algorithm Bias, Transparency, and Digital Literacy on students' Honest Behavior in 

the context of academic AI use. 

Theoretically, this study is based on the Theory of Planned Behavior (TPB) developed by 

Icek Ajzen to explain and predict behavior through attitude, subjective norms, and perceived 

behavioral control [6]. In the context of AIED, algorithmic bias and transparency can influence 

students' attitudes and trust in the reliability of AI systems, while Digital Literacy plays a role in 

strengthening perceptions of behavioral control in maintaining academic integrity. TPB explains 

that a person's intention to act honestly arises when they have positive attitudes, social support, 

and perceptions of their ability to control their actions [6]. This framework is consistent with the 

need to understand the Honest Behavior of JTIK UNM students in facing the technical and ethical 

challenges of academic AI use. 

This research is important because it integrates three main aspects of AIED, namely 

algorithmic bias, Transparency, and Digital Literacy, which are interrelated in shaping students' 

honest behavior. These findings are expected to provide practical contributions to universities in 

formulating ethical policies on the use of academic AI that promote integrity and digital 

responsibility. In the national context, the increased use of AI by students without adequate 

understanding raises the need to strengthen technological literacy and internal campus 

regulations. This research is also relevant to current issues regarding AI hallucination and data 

reliability in academic processes, which are of global concern in higher education. 

This study aims to analyze the influence of Algorithm Bias, Transparency, and Digital 

Literacy on students' Honest Behavior in the use of academic AI. The first specific objective is to 

determine the extent to which Algorithm Bias affects the Honest Behavior of JTIK UNM students. 

The second objective is to analyze the influence of AI system Transparency on students' tendency 

to maintain academic honesty. The third objective was to measure students' Digital Literacy levels 

and their relationship with Honest Behavior in the use of AI technology. The results of this study 

are expected to provide empirical contributions to the development of digital ethical behavior 

theory as well as form the basis for the formulation of campus policies oriented towards academic 

integrity and responsible use of AI. 

RQ 1: Does Algorithm Bias have a positive and significant effect on Honest Behavior? 

RQ 2: Does Transparency have a positive and significant effect on Honest Behavior? 

RQ 3: Does Digital Literacy have a positive and significant effect on Honest Behavior? 

METHOD 
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Research Design 

This study used a quantitative approach with a cross-sectional design to analyze the 

influence of algorithm bias, transparency, and digital literacy on students' honest behavior in 

using Artificial Intelligence in Education (AIED) systems in an academic environment. A 

quantitative approach was chosen because it allows for empirical and objective measurement of 

the relationship between variables based on numerical data [7]. The cross-sectional design was 

chosen because data was collected in a single period of time to describe the actual conditions of 

students without direct intervention from researchers [8]. This research design is in line with the 

objective of understanding the phenomenon of students' ethical behavior towards AI technology, 

particularly in the context of technical and ethical challenges such as AI hallucination and 

algorithmic bias that can affect academic integrity. This model is also relevant because it is able 

to represent students' perceptions of academic AI systems in a real context in higher education 

[4], [9]. 

Participant 

The research participants consisted of 92 active students from the Department of 

Informatics and Computer Engineering (JTIK) at Universitas Negeri Makassar who were directly 

involved in artificial intelligence-based learning activities (Artificial Intelligence in 

Education/AIED). The criteria for selecting participants included: (1) Students who were active 

in the 2022–2025 academic year, (2) Had experience using generative AI platforms for academic 

purposes, (3) Owned personal digital devices, and (4) Understood the basics of digital ethics. This 

selection ensured that the sample was relevant to the research context, namely students' ethical 

behavior in the use of academic AI. 

To ensure that the number of participants was adequate and in line with the needs of the 

research analysis, the sample size was determined through rigorous methodological 

considerations. The sample size was determined by considering the complexity of the model and 

the number of indicators in the study, so that the number was deemed adequate for the analysis. 

This approach ensures that the sample size is sufficient to produce valid research results that can 

be generalized to the broader population of UNM students. In addition, this number also meets 

the minimum limit for analysis using Partial Least Squares–Structural Equation Modeling (PLS-

SEM), where a sample size of around 90 respondents is considered sufficient for a model with 

three independent variables and moderate effect strength [10]. 

Population and the methods of sampling Instrumentation 

The population of this study includes all active UNM students involved in AI-based 

learning. The selection of this population is based on the increasing use of platforms such as 

ChatGPT and Gemini in the learning process of students. The use of this technology has proven to 

be part of students' academic activities, particularly in digital literacy and academic task 

completion [10]. This condition shows that UNM students already have direct experience with the 

use of AI in an educational context. Therefore, this population is considered relevant to support 

the research objectives. 

In addition to the relevance of AI use, UNM JTIK students also showed a high level of 

technology adoption in supporting their learning process. Activities such as completing 

assignments, searching for references, and academic analysis were often carried out with the help 

of generative AI platforms. This is in line with previous research findings which show that 

students in the field of technology tend to be more active in utilizing ChatGPT and similar 
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applications for academic needs [11]. The intensity of this utilization reinforces the rationale for 

selecting JTIK students as part of the research population. Thus, this group serves as an 

appropriate representation for examining how AI is used in an academic context. 

The sampling technique used was purposive sampling, a non-probabilistic technique that 

sets specific criteria for selecting respondents [12].  This technique was chosen because it was 

able to identify students who truly had relevant experience in using AI technology. Previous 

studies have shown that academic studies on AI require respondents who understand digital 

ethics and have had direct interaction with AI applications [13]. Therefore, purposive sampling is 

considered the most appropriate method to describe the actual behavior of students who use AI. 

This technique ensures that only individuals who meet certain characteristics are recruited as 

research samples. 

Instrument 

Data collection in this study was conducted using a questionnaire in the form of a Google 

form that was distributed online via WhatsApp to active students at Universitas Negeri Makassar. 

The instrument was used to facilitate respondent access, expand the range of participants, and 

adapt to the characteristics of students who are active in digital learning [5]. The research 

instrument was a structured questionnaire based on four research variables, namely Algorithmic 

Bias (AB), Transparency (T), Digital Literacy (DL), and Honest Behavior (HB). Each variable had 

five statement items designed to measure students' perceptions of technical, ethical, and honest 

behavior challenges in the use of academic AI. 

The content and formulation of statements in the questionnaire have been verified 

through content validity by expert judgment to ensure clarity of language, relevance of indicators, 

and suitability for the research objectives. Content validity was conducted to assess the extent to 

which each item truly represents the construct being measured, so that the instrument has 

conceptual suitability with the research variables [7]. This survey uses a five-point Likert scale for 

all statement items, with a range of answers from (1 = Strongly Disagree) to (5 = Strongly Agree). 

This scale was chosen so that respondents could express their level of agreement clearly, 

measurably, and consistently. 

Table 1. Research Instruments 
No. Variable  Statement Reference 
1 Algorithmic Bias (AB) 1, 2, 5 [4] 
2 Transparency (TP) 1, 3, 5 [14], [15] 
3 Digital Literacy (DL) 2, 3, 5 [16], [17] 
4 Honest Behavior (HB) 2, 4, 5 [18] 

 

Procedures 

This research procedure began with the identification of issues related to the challenges 

of Artificial Intelligence in Education (AIED), followed by the formulation of problems based on 

the gaps found in the context of AI use by students. Next, a literature review was conducted 

covering seven scientific articles to strengthen the theoretical basis and direct the focus of the 

research. Based on the results of this review, the researchers developed hypotheses, determined 

the population and sample, and selected purposive sampling techniques in accordance with the 

research objectives. After that, a research instrument in the form of a questionnaire was 

developed and content validation was carried out by expert judgment before the instrument was 

converted into a Google Form. The next stage was data collection and analysis using PLS-SEM to 

evaluate the measurement model and structural model. The results of the analysis were then used 
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to interpret the findings, which were ultimately summarized in the conclusion and 

recommendations as the final stage of the research. 

 

Figure 1 Research Procedure Flowchart 

Analysis Plan 

This study used the Partial Least Squares Structural Equation Modeling (PLS-SEM) 

method, which is a multivariate statistical technique for analyzing complex relationships between 

latent variables and their indicators [8]. Unlike covariance-based SEM, PLS-SEM focuses on 

maximizing the variance explained by the model, making it suitable for exploratory research with 

small samples and non-normally distributed data This method is relevant for examining the 

interrelationships between variables in the use of AIED technology  

The analysis was conducted using SmartPLS 4 to test the measurement model (Outer 

Model) including convergent validity, discriminant validity, and construct reliability as well as the 

structural model to assess the relationship between latent variables through path coefficients 

[19]. This stage ensures that the model is able to accurately describe the contribution of each 

variable. 

In the context of this study, PLS-SEM was used to examine the influence of Algorithmic 

Bias (X1), Transparency (X2), and Digital Literacy (X3) on Honest Behavior (Y). This approach 

was chosen because it is capable of explaining complex causal relationships that are relevant to 

technical and ethical issues in AIED. In addition, descriptive statistical analysis was used to 

describe the demographic characteristics of respondents, including age, gender, education level, 

and experience using AI-based technology. 

Outer Model 

Outer model evaluation is conducted to ensure that the indicators in the Algorithm Bias, 

Transparency, Digital Literacy, and Honest Behavior constructs accurately represent the latent 

variables before being analyzed in the structural model. This stage is very important in PLS-SEM 

because latent variables cannot be measured directly, so the quality of the indicators determines 

the accuracy of the constructs. This test also ensures the consistency of the indicators and 

guarantees that the measurement model meets the instrument quality standards before 

structural analysis is performed. Thus, validity and reliability tests are necessary to ensure that 

the indicators accurately describe the constructs [20]. 
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In accordance with PLS-SEM guidelines, the evaluation of the outer model includes 

convergent validity, discriminant validity, and construct reliability [21]. Convergent validity has 

been fulfilled, as indicated by outer loading values ≥ 0.708 and AVE ≥ 0.50 for all indicators, which 

signifies the ability of the indicators to adequately explain the latent variables. These results form 

the basis for continuing the evaluation of other validities and strengthening the reliability of the 

research instrument [21]. 

Discriminant validity was also verified using the Fornell–Larcker criteria, whereby the 

square root of the AVE for each construct was higher than the inter-construct correlation [22]. 

Furthermore, the reliability of the constructs tested using Composite Reliability and Cronbach's 

Alpha showed values > 0.70, indicating good internal consistency across all constructs [21]. These 

results ensure that the indicators work stably and reliably in describing latent variables. 

Overall, the fulfillment of convergent validity, discriminant validity, and construct 

reliability indicates that the research measurement tools have met quality standards. In the initial 

stage, indicators that did not meet the criteria were eliminated so that the measurement model 

was more accurate. The remaining indicators were assessed as representative and stable in 

various tests, making them suitable for use in structural analysis and capable of producing 

scientifically accountable findings. 

Inner Model  

Next, the second stage is the evaluation of the inner model to assess the causal 

relationships between latent variables in the structural model. This evaluation includes path 

coefficient analysis to see the direction and strength of the relationships, as well as significance 

testing through t-statistics and p-values obtained through the bootstrapping procedure. The inner 

model in PLS-SEM allows researchers to understand the simultaneous contributions of 

Algorithmic Bias, Transparency, and Digital Literacy in predicting students' Honest Behavior. 

Overall, the use of PLS-SEM provides methodological advantages in comprehensively 

describing the relationships between variables, so that the results of this study can provide a 

deeper understanding of the factors that influence students' honest behavior in the use of AI 

technology in an academic context. 

 

Figure 2. The model proposed in this study 
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Hipotesis: 

H1: Algorithm Bias berpengaruh positif dan signifikan terhadap Honest Behavior. 

H2: Transparency berpengaruh positif dan signifikan terhadap Honest Behavior. 

H3: Digital Literacy berpengaruh positif dan signifikan terhadap Honest Behavior. 

 

RESULTS AND DISCUSSION 

Results 

Demographic Respondents 

A total of 97 respondents participated in this study. To provide a clearer understanding of 

the respondent profile, demographic data is presented in Table 2 below. This information covers 

several important aspects, namely gender, age range of respondents, study program, current 

semester, class year, ownership of digital devices, and frequency of technology use for learning 

activities. 

Table 2. Respondent Demographic Data 

No. Category Description Percentage 

1.  Gender Male 

Female 

42.3% 

57.7% 

2.  Age 17 

18 

19 

20 

21 

3.1% 

23.7% 

47.4% 

19.6% 

6.2% 

3.  Study Program PTIK 

TEKOM 

80.4% 

19.6% 

4. Vacation I 

III 

V 

VII 

23.7% 

64.9% 

8.2% 

3.1% 

4. Generation 2022 

2023 

2024 

2025 

3.1% 

9.3% 

63.9% 

23.7% 

5. Ownership of digital devices 
(laptops, tablets, or 

smartphones) 

Yes 

No 

100.0% 

- 
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6. Frequency of Technology 
Use for Learning 

1–2 times a week 

3–5 times a week 

Every day 

3.1% 

15.5% 

81.4% 

 

Based on Table 2 above, the gender distribution shows that female respondents are 

slightly more dominant (57.7%) than male respondents (42.3%). In terms of age, most 

respondents were in the 19-year-old age group (47.4%), followed by 18-year-olds (23.7%) and 

20-year-olds (19.6%). In terms of academic background, the majority of respondents were third-

semester students (64.9%), while first-semester (23.7%) and fifth-semester (8.2%) students 

were fewer in number. Based on their class year, the largest group came from the class of 2024 

(63.9%), followed by the class of 2025 (23.7%). In terms of study programs, respondents were 

predominantly PTIK students (80.4%), while TEKOM contributed (19.6%). All respondents 

(100%) had digital devices. The majority used technology 3–5 times per week (81.4%). Overall, 

respondents were young students familiar with digital technology. 

Outer Model 

Convergent Validity and Construct Reliability 

Table 3 presents the results of convergent validity and construct reliability testing for the 

four constructs: Algorithm Bias (AB), Transparency (TP), Digital Literacy (DL), and Honest 

Behavior (HB). All constructs meet the recommended thresholds for PLS-SEM analysis, indicating 

good measurement quality. 

Table 3. Results of Convergent Validity and Construct Reliability Evaluation 

Construct and Items 
Outer 

Loading 
Rho_A 

Composite 
Reliability (CR) 

Average Variance 
Extracted (AVE) 

Algorithm Bias (AB)     
AB1 0.791  

 0.815 
 

0.886 
 

0.723 AB2 0.890 
AB5 0.867 

Digital Literacy (DL)     
DL2 0.909  

0.911 
 

0.943 
 

0.846 DL3 0.930 
DL5 0.921 

Honest Behavior (HB)     
HB2 0.922  

0.891 
 

0.932 
 

0.820 HB4 0.883 
HB5 0.911 

Transparency (TP)     
TP1 0.774  

0.815 
 

0.884 
 

0.718 TP3 0.868 
TP5 0.896 

 

In the Algorithm Bias construct, the outer loading values range from 0.791 to 0.890, with 

Rho_A of 0.815, Composite Reliability (CR) of 0.886, and Average Variance Extracted (AVE) of 

0.723. These values confirm that the indicators consistently represent the AB construct. The 

Transparency construct also demonstrates strong measurement performance, with loadings 

between 0.774 and 0.896, Rho_A of 0.815, CR of 0.884, and AVE of 0.718. 
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The Digital Literacy construct shows excellent convergent validity, with outer loading 

values ranging from 0.909 to 0.930, Rho_A of 0.911, CR of 0.943, and AVE of 0.846. Meanwhile, 

Honest Behavior has loading values between 0.883 and 0.922, Rho_A of 0.891, CR of 0.932, and 

AVE of 0.820, indicating strong internal consistency 

Overall, all constructs exceed the minimum criteria recommended by [23], namely outer 

loading > 0.70, CR and Rho_A > 0.70, and AVE > 0.50. Thus, the measurement model fulfills the 

convergent validity and reliability requirements and is suitable for further analysis. 

Discriminant Validity 

Table 4 below presents the results of discriminant validity testing using the Fornell-

Larcker criteria for four research constructs, namely Algorithm Bias, Transparency, Digital 

Literacy, and Honest Behavior. This test was conducted by comparing the AVE square root value 

on the diagonal with the correlation between constructs in rows and columns. A construct is 

declared to meet discriminant validity if the AVE square root value is higher than the correlation 

of other constructs, thus indicating that each construct is able to distinguish itself from other 

constructs in the model. 

Table 4. Results of the Fornell-Lacker Validity Test 

 Algorithm 
Bias 

Digital Literacy Honest Behavior Transparency 

Algorithm Bias 0.850    

Digital Literacy 0.703 0.920   

Honest Behavior 0.741 0.796 0.906  

Transparency 0.750 0.649 0.699 0.848 

 

Based on the test results in Table 4 above, all constructs meet the Fornell–Larcker 

criterion. The Algorithm Bias construct has an AVE square root value of 0.850, which is higher 

than its correlations with Digital Literacy (0.703), Honest Behavior (0.741), and Transparency 

(0.750). This indicates that the Algorithm Bias construct is clearly distinguishable from other 

constructs. 

The Digital Literacy construct also meets the discriminant validity requirement, as its AVE 

square root (0.920) exceeds its correlations with Algorithm Bias (0.703), Honest Behavior 

(0.796), and Transparency (0.649). Similarly, the Honest Behavior construct has an AVE square 

root value of 0.906, higher than its correlations with Algorithm Bias (0.741), Digital Literacy 

(0.796), and Transparency (0.699). 

The Transparency construct shows an AVE square root of 0.848, which is greater than its 

correlations with Algorithm Bias (0.750), Digital Literacy (0.649), and Honest Behavior (0.699). 

These findings confirm that each construct in the model is conceptually distinct and does not 

overlap excessively with others. Therefore, the research model meets the discriminant validity 

requirements and is appropriate for continued structural analysis. 

Inner Model 

To test the relationship between variables in the research model, an analysis was 

conducted using the PLS-SEM approach. This test aimed to examine the influence of Algorithm 

Bias, Transparency, and Digital Literacy on Honest Behavior. The following table presents the 
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complete results of the hypothesis test, including path coefficient, t-statistic, p-value, and 

significance decision. 

Table 5. Test Results of the Relationship between Latent Constructs 

 
Hypothesis 

Path 
Coefficient 

T-statistics 
P-

values 
Decision 

H1 Algorithm Bias -> Honest 
Behavior 

0.248 2.420 0.008 Positive and 
significant 

H2 Transparency -> Honest 
Behavior 

0.188 1.920 0.000 Positive and 
significant 

H3 Digital Literacy -> Honest 
Behavior 

0.499 5.457 0.027 Positive and 
significant 

 

Based on the results presented in Table 5, all hypotheses in the structural model show 

significant effects, demonstrating that Algorithm Bias, Transparency, and Digital Literacy each 

contribute to explaining Honest Behavior. Algorithm Bias has a positive and significant effect on 

Honest Behavior (β = 0.248; t = 2.420; p = 0.008), indicating that students who recognize potential 

bias in AI systems tend to be more cautious and behave honestly when utilizing academic AI tools. 

Transparency also exhibits a positive and significant influence on Honest Behavior (β = 

0.188; t = 1.920; p = 0.000). This finding suggests that when AI systems provide clearer 

information, more explainable outputs, and transparent mechanisms, students are more likely to 

use them responsibly and maintain academic integrity. 

Digital Literacy shows the strongest effect on Honest Behavior (β = 0.499; t = 5.457; p = 

0.027). This result highlights that students with higher levels of digital skills have a better 

understanding of how AI systems operate, are more capable of evaluating the accuracy of AI-

generated information, and demonstrate greater ethical awareness in academic activities. 

Discussion 

The first hypothesis, Algorithm Bias Behavior, shows that Algorithm Bias has a positive 

and significant effect on Honest Behavior, with a path coefficient of 0.248, a t-value of 2.420, and 

a p-value of 0.008, thus H1 is accepted. This finding is in line with research showing that bias in 

algorithms or AI-based recommendations can influence a person's tendency to be honest or 

otherwise, where more neutral and unbiased systems tend to encourage more ethical behavior 

[24]. These results reinforce the idea that students who recognize potential bias in AI outputs 

tend to be more careful, reflective, and ethically responsible in evaluating AI-generated 

information. 

The second hypothesis, Transparency Behavior, shows that this hypothesis has a positive 

and significant effect on Honest Behavior, with a path coefficient of 0.188, a t-value of 1.920, and 

a p-value of 0.000. This result aligns with studies explaining that Transparency in algorithmic 

decision-making mechanisms, such as revealing reasons, features, or weighted factors behind 

decisions, can reduce suspicion, build perceptions of fairness, and increase users' tendency to be 

honest [25]. Greater Transparency creates a more ethical and accountable environment [25], 

suggesting that clear AI system explanations foster responsible academic behavior. 

Furthermore, the third hypothesis, Digital Literacy Behavior, shows that Digital Literacy 

has a positive and significant effect on Honest Behavior, with a path coefficient of 0.499, a t-value 
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of 5.457, and a p-value of 0.027, thus accepting H3. These results confirm that Digital Literacy is 

the strongest factor in encouraging honest behavior. Emphasizes that individuals with high Digital 

Literacy are better able to understand how algorithms work, assess the reliability of information, 

and make ethical decisions based on that understanding [26]. This implies an increase in Honest 

Behavior because users can distinguish between valid and invalid information [26]. These 

findings also correspond with the idea that understanding bias, fairness, and algorithmic 

processes in digital systems encourages more responsible and ethical conduct in digital 

environments [27]. 

Overall, the results of this study indicate that the three independent variables Algorithm 

Bias, Transparency, and Digital Literacy, play an important role in shaping Honest Behavior. An 

unbiased system, transparent processes, and strong digital skills reinforce individuals' tendency 

to act honestly in a digital context. These findings support previous research showing that 

technological factors and user literacy work simultaneously in shaping ethical behavior in the 

digital age. 

This study makes an important contribution to understanding the factors that influence 

students' Honest Behavior in the context of AI use in academic settings. Findings regarding the 

role of Algorithm Bias, Transparency, and Digital Literacy enrich the AIED literature by confirming 

that technical aspects and digital competencies directly contribute to users' ethical behavior. 

Furthermore, this study offers an empirical model based on PLS-SEM that can be used as a 

foundation for future research exploring ethical aspects of AI in education. This model can also 

guide educational institutions in designing AI usage policies that are fairer, more transparent, and 

oriented toward academic integrity. Thus, this study not only offers empirical results but also 

provides practical contributions to higher education. 

Although this study provides significant findings, there are several limitations to consider. 

First, the study only involved students from one faculty at one institution, limiting the 

generalizability of the results. Second, the data were collected through perception-based 

questionnaires, making the findings dependent on respondent honesty and subjectivity. Third, 

this study only tested three independent variables, while other important factors such as trust in 

AI, perceived fairness, or ethical awareness were not included. In addition, the cross-sectional 

research design did not allow the observation of behavioral changes over time. 

Further research should expand the respondent population to include multiple faculties 

or universities to increase generalizability. Additional variables, such as trust in AI, AI self-efficacy, 

or ethical awareness, may help enrich the research model. Longitudinal approaches are 

recommended to observe how ethical behavior evolves with changes in AI usage patterns over 

time. A mixed methods approach can also be employed to explore students’ experiences more 

deeply so that quantitative findings can be strengthened with qualitative insights. With such 

developments, research in the field of AIED is expected to become more comprehensive and 

applicable. 

CONCLUSIONS 

The findings of this study confirm that the expectations formulated in the Introduction, 

namely the influence of Algorithmic Bias, Transparency, and Digital Literacy on students’ Honest 

Behavior in the context of AIED, are aligned with the empirical evidence presented in the Results 

and Discussion. All three variables show positive and significant effects, with Digital Literacy 

emerging as the strongest predictor, demonstrating that ethical behavior in AI-assisted academic 

activities is shaped by both technological factors and students’ digital competencies. 
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This research contributes theoretically by strengthening the application of the Theory of 

Planned Behavior (TPB) in the AIED context, showing that attitudes shaped by algorithmic bias, 

perceived transparency, and perceived behavioral control through digital literacy significantly 

influence honest behavior. Methodologically, the study provides an empirical model using PLS-

SEM that can be replicated or expanded by future researchers to explore ethical decision-making 

in AI-supported learning. Practically, the results offer institutions a data-driven foundation for 

designing policies on ethical AI use, emphasizing the need for transparent AI systems and 

strengthened digital literacy training to promote academic integrity. 

The limitations of this study, such as the focus on a single faculty, reliance on self-reported 

perceptions, and the use of a cross-sectional design, restrict the generalizability of the findings 

and may influence the stability of behavioral estimates over time. These limitations imply that the 

results should be interpreted with caution when applied to broader populations or different 

academic settings. 

Future research should involve larger and more diverse samples across multiple faculties or 

universities to improve generalizability. Additional variables such as trust in AI, perceived 

fairness, AI self-efficacy, or ethical awareness could enhance the explanatory power of future 

models. Longitudinal designs are recommended to observe how honest behavior evolves as 

students’ exposure to AI increases. Further studies may also explore practical implementations, 

such as integrating AI literacy modules or evaluating AI transparency interventions to strengthen 

ethical behavior in academic environments. Through such developments, the prospects for 

research and application in AIED can continue to progress and support responsible and integrity-

based AI usage in higher education. 
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